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Abstract

Building information rich 3D maps of the en-
vironment is an important task for mobile
robotics, with applications in precision naviga-
tion, human-robot collaboration, mapping and
telepresence. This paper presents for the first
time a long-range configurable depth camera
that is able to change its field of view and reso-
lution on a frame by frame basis. The camera,
which is based on a RobotEye RE05 3D laser
scanner, overcomes key limitations present in
current depth cameras by providing full con-
trol over its 360◦ × 70◦ field of view, down to
0.01◦angular resolution, and the ability to im-
age objects up to 250 m away from the camera
at the highest resolution.

1 Introduction

Depth cameras, also known as time-of-flight (ToF) cam-
eras, have been used in many robotics and computer
vision applications to obtain a 3D model of the world
through the depth maps they produce. By using this 3D
information, autonomous systems can navigate, avoiding
obstacles, and interact with the world. These cameras
have the advantage of delivering depth information at
high frame rates, however the resolution they provide
is coarse, their field of view is fixed, and their imaging
range is short [Foix et al., 2011].

Building information rich 3D maps of the environ-
ment is critical for intelligent autonomous systems, with
applications in precision navigation, human-robot col-
laboration, mapping and telepresence. In this paper, a
depth camera sensor is presented based on a highly con-
figurable 3D laser scanner which allows the user to define
its scanning region along with the angular resolution on
both horizontal and vertical axes. This long-range con-
figurable depth camera has overcome the main limita-
tions in currently available depth cameras.

In Section 2 the capabilities of commonly used depth
cameras are presented. This is followed by a discussion

Sensor Resolution FoV Range

SR4000-5m 176× 148 69◦ × 55◦ 5 m
SR4000-10m 176× 148 44◦ × 35◦ 10 m
CamCube 2.0 204× 204 40◦ × 40◦ 7 m

Kinect 640× 480 57◦ × 43◦ 5 m

Table 1: Summary of key features of commonly used
depth cameras.

on their limitations in Section 3. In Section 4 the long-
range configurable depth camera is introduced and its
2D image acquisition is discussed in Section 5. Section 6
demonstrates how the configurable depth camera over-
comes present-day limitations of commonly used depth
sensors. This leads to Section 7 where novel applications
for the configurable depth camera are presented and val-
idated.

2 Commonly used depth cameras

Table 1 shows the resolution, field of view (FoV), and
maximum imaging range for some of the most commonly
used depth cameras. The SwissRanger SR4000 is a pop-
ular depth camera that uses the time-of-flight technique
to obtain depth information. There are two options for
the lens of the sensor, one that is able to measure up
to 5 m and another which allows imaging at longer dis-
tances of up to 10 m. Even though there is an option
for changing the focal length of the sensor, once the lens
selection is made the field of view remains fixed. Cam-
Cube 2.0 provides the highest resolution in the time-of-
flight type of depth cameras. The camera also has a fixed
resolution and field of view, and is limited to imaging ob-
jects up to 7 m away. Kinect [Khoshelham and Elberink,
2012] projects an infrared pattern that is then detected
by its infrared camera. By processing this information,
Kinect is able to generate a depth map by triangulation
which subsequently is interpolated to a fixed 640 × 480
depth image. As such, this depth resolution cannot be
directly compared to other technologies such as time-of-
flight based sensors. The system’s motorized tilt allows
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the vertical field of view of the camera to be changed by
±27◦ for initial setup.

3 Limitations of current depth camera
technology

The four limitations of depth camera technology are (i)
low resolution of the depth maps produced, (ii) limited
or fixed selection for the region of interest, (iii) fixed
focal length, and (iv) short imaging range.

Depth cameras currently provide relatively low resolu-
tion images. There have been efforts to increase the reso-
lution of the depth maps, such as in the case of Ref. [Park
et al., 2011] where they present a system that can up-
sample up to 8 times the original resolution of the depth
map by adding an external high resolution color camera.
The first step in that work is to calibrate and register
both cameras. Once both cameras are calibrated, for
each frame the input from both cameras is processed,
which reduces the frame rate of the system. The maxi-
mum resolution subsequently depends on the resolution
of the color camera used. This means that even after
the depth map has been upsampled, the maximum res-
olution is limited to 1280× 960.

Most depth cameras are tied to a particular field of
view, and are generally unable to tilt or rotate to view
any other location. Since mobile robots need to interact
with their complex and changing environment, there has
been a need to change the pose of the depth cameras.
Ref. [Droeschel et al., 2010] addresses this requirement
by mounting a depth camera on top of a pan-tilt unit.
While this solution increases the visibility of the camera,
as the camera will not be rotating about its optical cen-
ter parallax errors are introduced when techniques such
as image registration or data fusion are part of the cam-
era’s application. In addition to the alignment problem,
the dynamic performance of a pan-tilt camera system is
limited by the speed and accuracy of the pan-tilt unit
itself.

All commonly used depth cameras have a fixed focal
length. Mesa Imaging address this problem by offering
the SR4000 with a 5 m or a 10 m maximum range option
with a field of view of 69◦ × 55◦ and 44◦ × 35◦, respec-
tively. Once that decision is made, the focal length is
fixed. With current depth cameras the field of view can-
not be changed on-the-fly while the system is operating.
Commonly used depth cameras are also short in imag-
ing range [Foix et al., 2011]. There are different types of
technologies used to measure depth information, such as
triangulation and time-of-flight. Depending on the tech-
nology used, the maximum imaging range is typically
around 5 m, and can increase up to a maximum of 10 m
in the case of the SR4000, albeit with a smaller field of
view.

4 Configurable depth camera

The configurable depth camera is based on a long-range
3D laser scanner that allows full dynamic control over
the scanning region as well as the angular resolution
along both horizontal and vertical axes. The Ocular
Robotics RobotEye RE05 3D laser scanner provides au-
tonomous robotic platforms with a wide field of view of
360◦ × 70◦ and a sensing range of up to 250 m (depend-
ing on the reflectivity of the targets). In addition to its
long-range and wide field of view the RobotEye RE05
gives the user the unique ability to define the scan re-
gion, and to change its resolution along both axes down
to the finest 0.01◦angular granularity. The RE05 is pic-
tured in Figure 1 and has been described in detail by
Ref. [Wood and Bishop, 2012]. Because of its on-the-
fly scanning adaptability, small size and IP67 rating, the
RobotEye RE05 is currently being used for both nav-
igation and high resolution imaging by mobile robotic
platforms within complex environments. A recent appli-
cation of the RobotEye RE05 is the autonomous naviga-
tion of robots within, and 3D visualization of, hard-to-
access archeological sites such as catacombs [Ziparo et
al., 2013].

Figure 1: Ocular Robotics RobotEye RE05 3D laser
scanning system pictured here is the basis of the hard-
ware used for the configurable depth camera.
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5 Generating a 2D depth camera image

This section describes the steps taken to generate a high
resolution 2D depth camera image using the RE05 3D
laser scanner.

5.1 Acquisition method of 3D point cloud

Most 3D laser scanners provide limited configurability
over the resolution of the horizontal and (particularly)
vertical axes. The RE05 provides the on-the-fly ability
to change both horizontal and vertical resolution. This
feature allows the creation of a near-uniform scan pat-
tern over the entire 360◦ × 70◦ field of view and at any
desired angular resolution down to the finest granularity
of 0.01◦ × 0.01◦.

Given the desired RE05 horizontal field of view
(HFoV), azimuth rotation (ωaz), laser frequency (f), and
the number of averaged samples (N), it is possible to cal-
culate the horizontal angular resolution of a scan:

Horizontal Resolution =
f

HFoV ×N × ωaz
(1)

HFoV may be set to any value up to 360◦ while the
hardware sample averaging was set to unity for this mea-
surement. The laser frequency has a maximum value of
10 kHz when intensity values are used, and 30 kHz when
only range information is needed. The azimuth rotation
has a maximum value of 15 Hz, however by reducing the
azimuth rotation speed a finer horizontal resolution can
be achieved. The vertical angular resolution of a scan is
given by:

V ertical Resolution =
numLines

V FoV
(2)

Here, V FoV is the vertical field of view and numLines
is the number of horizontal lines in the scan. The V FoV
can range anywhere from 2◦ to 70◦ depending on the ap-
plication and can be changed at any time. By matching
the horizontal and vertical resolution the RE05 3D laser
scanner becomes a 2D configurable depth camera.

Figure 2 is the 2D projection of a 3D point cloud. The
3D point cloud represents a wall segment which has been
acquired by the RE05 using the uniform scan pattern
condition of a matched horizontal and vertical resolution.
After sampling the scene with the laser using a uniform
pattern, it is then possible to reconstruct the depth and
intensity images of the scene.

5.2 2D image reconstruction

After an initial projection of the generated point cloud
to the desired field of view and image size, a combination
of morphological operations and interpolation methods
were performed to obtain a dense representation of the
image. In order to achieve a fast image reconstruction,
a closing morphological operation with a n × n square

Figure 2: 2D projection of a 3D point cloud. The
3D point cloud represents a wall segment and is near-
uniform along both axes.

structuring element has been used. The size of the struc-
turing element is a function of the focal length, field of
view, and the angular resolution of the 3D laser scanner
used to generate the projection. Figure 3 is a dense 2D
image reconstruction of a 3D point cloud captured using
the configurable depth camera. A frame captured using
this camera is a two channel image. One channel con-
tains the depth information (left), and the other channel
represents the 905 nm laser intensity information (right)
for the same scene.

6 Key features of the configurable
depth camera

This section demonstrates how the configurable depth
camera overcomes the limitations of current depth cam-
eras by utilizing its customizable resolution and field of
view, and long-range imaging capabilities.

6.1 High image resolution

The frame resolution of the depth camera is determined
by the camera’s field of view, and the angular resolution
of the 3D laser scanner.

The angular resolution can be increased to obtain a
more detailed image, or decreased to achieve faster frame
rates. The maximum angular resolution that the under-
lying 3D laser scanner can provide is 0.01◦ × 0.01◦ over
the entire 360◦ × 70◦ field of view. Figure 4 is a density
map showing the relationship between the maximum res-
olution of the configurable depth camera and the cam-
era’s field of view (FoV). The density axis is the image
resolution measured in megapixels. From Figure 4 the
depth camera is capable of generating a 252 megapixels
depth or intensity panorama image with a field of view
of 360◦ × 70◦. This resolution is orders of magnitude
larger than that provided by current depth cameras as
shown in Table 1, and even larger than that achieved by
the upsampling techniques discussed in Section 3.
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Figure 3: This image shows the two channel nature of a single depth camera frame. On the left is the depth map and
on the right is the infrared intensity image, reconstructed from the range and intensity values, respectively. Each
frame is constructed by first projecting the points gathered by the 3D laser scanner onto the user-defined field of
view and subsequently reconstructing the image at the user defined resolution.

Figure 4: Maximum image resolution obtainable with the configurable depth camera for different fields of view of
the depth camera. The density axis is the image resolution measured in megapixels. Depending on the field of view
used for the depth camera, the image may contain up to 252 megapixels worth of information. Since the user can
define his own image size, an even larger interpolated image may be generated per frame.

With the ability to change the angular resolution on-
the-fly, the depth camera also provides a frame by frame
user configurable image size. This is particularly useful
for pairing this sensor with other cameras that may have
different aspect ratios or image sizes, for example, to
create a RGB-D dense point cloud.

6.2 Configurable region of interest

In many robotic applications such as human-robot col-
laboration, active gaze control is essential. With the con-
figurable depth camera, each frame can be obtained from
a different region in space. This is comparable to having
a regular depth camera mounted on top of a high preci-
sion and fast pan-tilt system with a panoramic head, in
addition to active focal length control (i.e. zooming in
or out while preserving resolution).

As the underlying hardware is a 3D laser scanner, it

can be used to constantly scan the full panoramic view,
and if an object of interest appears on the scan the cam-
era could change its orientation to that particular region
to acquire a high resolution depth and intensity image
for detailed analysis. For every frame, the sensor can
image a 360◦ × 70◦ view of its environment or the user
may define a region of interest by specifying the cam-
era’s vertical angle of view, image aspect ratio (which
defines the horizontal field of view) and orientation of
the camera in the world. For example, the system may
be configured to display four views of 90◦ × 70◦ each,
showing left, right, front, and back of the scene simul-
taneously, or just a single 40◦ × 40◦ view to emulate a
CamCube field of view.

Figure 5 shows two depth maps of a lecture theatre
captured with the configurable depth camera. Both im-
ages utilize the full vertical field of view of the camera
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and have been captured with a 45◦ rotation in azimuth
with respect to each other. The configurable depth cam-

Figure 5: Top image shows a depth map of a lecture the-
atre (back wall 15 m away from camera) with a vertical
field of view of 70◦ projected on a 640× 480 image. The
bottom depth map was captured by rotating the camera
45◦ in azimuth. The user can set the configurable depth
camera horizontal angle of view by changing the aspect
ratio of the projected image. This allows the user to
specify the exact region of interest in the scene for each
frame.

era can be rotated in azimuth and elevation similar to
that achieved by using a pan-tilt system. However, in
contrast to a pan-tilt system the configurable depth cam-
era is capable of moving with very high speed and accel-
eration while simultaneously delivering precision point-
ing of the camera’s field of view. Further, since the
configurable depth camera rotates exactly through the
optical center it can be used to create high resolution
panoramic images of depth or intensity.

The configurable depth camera also provides the abil-
ity to move its origin to another location in space. This
feature is useful when matching the field of view of the

depth camera with another sensor. For example, a visi-
ble light camera can be combined with the configurable
depth camera to generate a dense RGB-D point cloud.
Here, registration can be achieved by combining the in-
tensity channel of the depth camera and the visible image
using normalized mutual information [Taylor, and Nieto
, 2012].

6.3 Variable focal length

In security and surveillance applications the user may
need to capture a higher resolution image of the region
of interest, or zoom into the scene while preserving the
existing resolution of the image. In these scenarios the
on-the-fly ability to change the focal length of the cam-
era is paramount. The configurable depth camera en-
ables the user to change the desired angular resolution
at any time, thus allowing capture of higher resolution
imagery of the region of interest, or a zoom and enhance
operation with a final resolution of up to 252 megapixels.

By changing the vertical angle of view, the user can
zoom in or out of the scene while preserving the resolu-
tion of the frame. Figure 6 is a depth map of the back
wall of the lecture theatre presented in Figure 5 captured
using a vertical field of view of 20◦ and projected on a
640× 480 image.

Figure 6: Depth map of the same scene as Figure 5,
captured using a reduced vertical field of view of 20◦

projected on a 640× 480 image. This has the effect of a
zoom-in function for the camera.

With active control of angular resolution, the angular
resolution of the scan used to generate the zoomed-in
frame can be increased to achieve a higher resolution
image. As the focal length of the depth camera is in-
creased (zoom-in function), the vertical field of view be-
comes smaller. Keeping the number of horizontal lines
per scan unchanged results in a higher angular resolution
and translates into finer details in the zoomed frame. Al-
ternatively, the user may also increase the resolution of
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the current field of view without the need of changing
the focal length.

6.4 Long-range imaging

By taking advantage of the underlying 3D laser scan-
ner, the configurable depth camera provides a long-range
measurement capability of up to 30 m for common ob-
jects, and up to 250 m for high reflectivity objects. The
top panel of Figure 7 is a depth map of a car park where
the trees are at a distant of 47 m from the camera. In
the bottom panel the imaging range has been increased
to 60 m to capture the buildings at the back of the car
park.

Figure 7: Depth map of a park where the trees are 47 m
away from the camera (top panel). Depth map of a car
park with the buildings at a distance of 60 m from the
camera (bottom panel). Depending on the reflectivity
of the objects in the scene the range of the camera can
extend beyond 60 m.

7 Applications of a configurable depth
camera

The adaptability of the configurable depth camera opens
up a number of novel imaging applications, some of
which are discussed in the following sections.

7.1 Image-based pose estimation

The configurable depth camera allows application of con-
ventional image processing algorithms to a 3D laser scan-

Figure 8: Intensity image of a typical chessboard pattern
captured using the configurable depth camera. This im-
age may be used to estimate the pose of the 3D laser
scanner.

ner. One such example has been demonstrated in Fig-
ure 8 where a chessboard pattern has been imaged using
the configurable depth camera. The image may be use
to obtain the position and orientation of the underlying
3D laser scanner.

7.2 Depth and intensity panoramas

Because the configurable depth camera can be rotated
exactly through its optical center, it is possible to gener-
ate high resolution panorama images up to 252 megapix-
els using the depth or intensity channel of the camera.
An example of this capability is demonstrated in Fig-
ure 9. This 360◦ × 70◦ cylindrical panorama has been
captured using only four 90◦ × 70◦ frames of the con-
figurable depth camera. The top panel shows the depth
information while the intensity channel was used to cre-
ate the bottom panel.

7.3 Data fusion

The configurable depth camera can be set to match the
position, orientation, field of view and resolution of an-
other sensor. If the other sensor is a RGB camera, then
for each pixel in the RGB image there will also be a
depth measurement from the depth camera. This allows
the user to create a RGB-D dense point cloud. Further,
for every pixel on the depth image, there is an associ-
ated 905 nm intensity value which may be used to re-
fine the initial alignment of the two sensors. Figure 10
is a RGB-D point cloud created by overlapping a single
depth camera frame with multiple RGB images acquired
by the RobotEye REV25 Vision System [Dansereau et
al., 2014]. The bottom half of this image has been gen-
erated from the IR intensity values alone.

7.4 3D object scanner

If the user needs a large number of samples in a specific
region to create a high resolution frame, the region scan
function of the underlying 3D laser scanner can be used.
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Figure 9: This image shows two identical 360◦ × 70◦ cylindrical panoramas created using only four frames of the
depth camera (90◦ × 70◦ each). Top: panorama created using the depth channel. Bottom: panorama created using
the 905 nm IR intensity channel.

Figure 10: A RGB-D dense point cloud created by over-
lapping a single depth camera frame with multiple RGB
images. The bottom half of this image has been gener-
ated from the IR intensity values alone.

This allows the system to scan a region in space delimited
by a defined range in azimuth and in elevation. By using
this region scan feature a high resolution depth map of
the current pose of the object can be obtained. Once
all the orientations are covered, a full high resolution 3D
model of the object can be generated.

8 Conclusions

This paper introduces for the first time a highly config-
urable depth camera. By taking advantage of the flex-
ibility of the underlying 3D laser scanner, it has been
possible to create a configurable long-range depth cam-
era that can adjust its field of view, resolution, orien-
tation, and position on a frame by frame basis. This
depth camera overcomes the limitations of current depth
cameras, namely low resolution, fixed field of view, and
short-range detection.

The underlying RobotEye RE05 laser scanner allows
full control over the vertical and horizontal resolution of
the scan, as well as the region to be scanned up to 360◦×
70◦ and with a fine-grained angular resolution down to
0.01◦. By using a uniform laser scan, it is possible to
reconstruct a 2D depth or intensity image for each scan
at different angles of view.

This camera system enables many novel applications
such as panoramas, scene exploration with zoom and
enhance, RGB-D point clouds, and application of general
image processing algorithms to a 3D laser scanner such
as pose estimation using a chessboard pattern.
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